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Center for Operational-Oceanographic 

Products & Services (CO-OPS)

Manages observing systems (NWLON, PORTS, NCOP, NOCMP)

Establishes collection/processing standards (water level & currents)

Designs new observing systems

Performs QA / QC



Collect, Analyze, Disseminate

Water level data are collected through our Information Systems Division.

Data are received via internet & GOES to our command station.

Data are ingested into our Data Ingestion System.

Data are copied to temporary tables in our Database Management 

System.

Automated software (QC) begins.
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Information is collected from the tide gauge on hourly basis.

Having the most recent data QC’ed prior to ingestion provides a 

consistent level of QC for outgoing CO-OPS’ products.

Information Files
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Primary Quality Control for CO-OPS:

CORMS

Continuous Operational Real-Time Monitoring System (CORMS)

“Watchstander” for CO-OPS; 24 x 7 continuous QC & QA

Automated system



Primary Quality Control for CO-OPS:

CORMS

Detects systems & data problems        

Rectifies situation 

Forwards to appropriate personnel

Availability of 500,000+ measurement points/day 

Originating from ~2,000 sensors in coastal U.S.



CORMS Control Panel



DIS Monitor



DIS Monitor (Acquisition Status)



DIS Monitor (Acquisition Status)

…When data was last received

a) Focusing on elapsed time

b) Size of file



DIS Monitor (Processing Status)



DIS Monitor (Processing Status)

…Datasets needing to be processed

a) Focusing on quantity



DIS Monitor (Insert Status)



DIS Monitor (Insert Status)

…Datasets to be inserted into database

a) Focusing on quantity per sensor

b) elapsed time



DIS Monitor (Network & 

File System Status)



DIS Monitor (Network & 

File System Status)

…Connection statuses to servers & 

database

a) Connectivity to servers 

(primary or secondary)

b) Connectivity to database

c) Connectivity to web 

applications (server)

d) Used disk space



CORMS Methods (DiagTool)

Plot last 24 hrs

a) Verify false data within sensor min/max

b) Compare 1° data with 2° data (and/or 

neighbor stations)



CORMS Methods (DiagTool)

Plot last 24 hrs

c) Consistent Std dev values (0.001m –

0.3m)?

d) Reasonable outliers?



CORMS Methods 

(Mega Monster Board)



CORMS Methods 

(Mega Monster Board)



System QC Checks

Monitor weather (CORMS)

Coastal flooding & storm surge during major events

Effects of smaller storms or severe weather has on water levels & 

meteorological data

Tropical weather monitoring (CORMS)

Tracking of all tropical systems (June to November)

Reports/updates are created, within 72 hrs, if systems are forecasted

Reports/updates: intensity, watches, warnings, expected local impacts

Develops estimates of storm surge & flooding

Checks

Continuous communication links

Sensor & equipment reliability

Data accuracy



Tide Gauge QC Checks (Acoustic)

Inspect sounding tube air thermistor values for  

past 24 hrs

Values should be within 5° C of each other

Values should be similar to station air temp

If not, there may be a problem with air 

thermistors or sounding tube



Tide Gauge QC Checks 

(Microwave Radar)

Determining bad data requires assessment of 

sensor’s raw time series

Sensor’s raw time series is highly dependent on 

signal technology employed by sensor

Software: Windows based graphic diagnostic 

tool (aids in maintenance/setup)



Tide Gauge QC Checks (Pressure)

Check gain & offset backup analysis (helps 

correct for sensor drift)

Dual orifices: compare both orifices for the past 

24 hrs (agree within 1 cm)



Meteorological Sensor QC Checks

Plot last 24 hrs of sensor data (DiagTool)

Verify data fall within station’s min/max range

Compare with any backup sensors or 

neighboring stations



CORMS Main Role

Stop dissemination of data (web/data products)

Start or restart dissemination of data (web/data products)

Switch dissemination of sensors

Add stations to the High Water Advisory List (5 of the last 10 data points 

> 1.5 ft above tidal predictions)



Summary

Having the most recent data QC’ed prior to ingestion= consistent level of QC for 

outgoing data products.

Important QC checks 

Datum and sensor offsets

Water level min/max

1° vs 2° sensors

Height correction

CORMS provides continuous QA & QC through an automated system

Detects problems, rectifies problems, or forwards to personnel that could provide best 

solution

Control Panel

Data Ingestion System Monitor

Mega Monster Board

DiagTool



Summary

Oceanographic & meteorological sensors

Plot last 24 hrs of data

Verify if data falls within station’s min/max parameters

Compare with backup sensors

Compare with neighboring stations

Monitor weather (overall)

Evaluate effects of smaller storms or severe weather

Estimate storm surge or flooding

Report details on tropical systems



Questions?


